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We describe a new wavefront sensor for ocular aberration determination, based on the curvature sensing
principle, which adapts the classical system used in astronomy for the living eye’s measurements. The actual
experimental setup is presented and designed following a process guided by computer simulations to adjust
the design parameters for optimal performance. We present results for artificial and real young eyes, com-
pared with the Hartmann—Shack estimations. Both methods show a similar performance for these cases.
This system will allow for the measurement of higher order aberrations than the currently used wavefront
sensors in situations in which they are supposed to be significant, such as postsurgery eyes. © 2006 Optical

Society of America
OCIS codes: 010.7350, 330.5370.

In recent years, a large number of systems have been
proposed for determining the human ocular wave-
front error, substantially increasing knowledge of the
eye’s optical performance. Today’s most significant
systems are based on sampling the wavefront slope
across the subject’s pupil and then retrieving the
wave aberration function by means of a nonlinear fit
to Zernike polynomials. Examples of these kinds of
techniques include the laser ray tracing method! and
the Hartmann—Shack sensor (H—S),Q’3 which has
been taken as a standard for the determination of
ocular aberrations. However, this kind of technique
has a drawback imposed by the number of samples
on the order of aberrations that can be achieved. This
fact is not important while measuring young, healthy
eyes, but high-order aberrations could be significant
for subjects who have some kind of ocular disease or
have undergone cataract or refractive surgery.

Astronomical research® suggests that the curva-
ture sensor®’ may be an alternative to the aforemen-
tioned methods. It has not yet been applied to the de-
termination of aberration in the eye, although its
application to a dynamic tear film aberration study®
has been reported recently. The main features of this
sensor are that it can potentially achieve higher-
order aberrations than current methods do, in a very
large dynamic range and at a lower cost. Another ma-
jor advantage is its application in fast adaptive optics
systems, due to the direct correlation between the
sensor’s signal and the deformable mirrors’ curva-
ture. Its principle relies on the local changes in inten-
sity in the planes perpendicular to the light’s propa-
gation direction as it travels along its optical path. In
paraxial approximation, these changes are governed
by the irradiance transport equation:
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where I(r,z) is the intensity in a position r in a plane
placed at z in the direction of the propagation. %
stands for A/2m, while ¢(r,z) is the phase of the
wavefront at each position. For two close planes, Py
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and P,, segarated Az from the pupil plane Py, it can

be derived” from Eq. (1) that
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A first-order approximation of I(r,z) has been ap-
plied, that is, it is assumed to be a linear variation of
the intensity in one given point between the two
planes. This is always true for very close planes or for
not very aberrated wavefronts. The term on the left-
hand side of Eq. (2) corresponds to the point-to-point
contrast between the two images. This can be consid-
ered as the sensor’s signal (S). Equation (2) describes
the relationship between S and the phase in the pu-
pil plane [¢(r,z()]. As can be seen, in the signal, there
are two different types of phase information. The first
refers to the curvature of the wavefront, while the
second corresponds to its first derivative in the direc-
tion of light propagation (unit vector n). The Dirac
delta function &(e) limits the contribution of the lat-
ter term only to points at the pupil’s edge.

The phase retrieval from S corresponds to a La-
placian resolution with Neumann boundary condi-
tions. Several numerical methods have been devel-
oped to solve this problem. The most common ones
are those based on iterative Fourier transform
algorithms,” taking into account the fact that, in Fou-
rier space, the second derivative corresponds to a
simple division by the angular frequency square (w?).
A scheme of the Gershberg-type algorithm9 that we
have used is depicted in Fig. 1. A first estimation of
the phase is achieved by applying the Fourier trans-
form to S, dividing the result by w?, and finally com-
puting the inverse transform. The second term in Eq.
(2), which corresponds to the first derivative contri-
bution, has not been taken into account, so this ini-
tial solution is incorrect. The Neumann boundary
condition is then imposed, making d¢/dn null within
a narrow band around the signal’s edge. S is then re-
calculated, restoring the original signal inside the
new boundaries. The whole process is then iterated
until the phase estimation converges.

© 2006 Optical Society of America



2246  OPTICS LETTERS / Vol. 31, No. 15 / August 1, 2006
L | [z ]
\ / The sensor’s signal
The original signal is restored is calculated and its
inside the new boundaries 1, -1, |boundaries are defined
g A X

The laplacian is
The signal is resolved using

IFT[FT (" Ww? ] IFT[FT(ZS)}
w

! !

f ¢ =0around the boundaries| 4—| Estimated ¢
on

Fourier transform
properties

recalculated

Application of the Neumann
boundary conditions
Fig. 1. Scheme of the algorithm used for wavefront re-
trieval from the captured images.

Although the determination of the wavefront using
the curvature sensor generally has a higher time cost
than techniques currently used in ocular optics stud-
ies, the sampling of the pupil, in general, will be
much higher, due to the direct recording of the pupil
image. Much finer details may potentially be de-
tected, which would make it possible to determine
the contribution of high-order aberrations, missed by
current methods. Depending on the system’s design,
a great dynamic range could also be achieved, avoid-
ing the effect of cross talk between microlenses in the
H-S sensor. Moreover, due to its simplicity, the sys-
tem’s implementation is much more cost effective.

The experimental setup, schematized in Fig. 2, cor-
responds to a classical double-pass system, adapted
to capture the two defocused images of the pupil. A
fiber-coupled infrared laser diode (LD) (A=780 nm) is
used as a light source, collimated by lens L1 (f
=100 mm). A 1 mm diaphragm (D) is placed so that a
narrow beam enters the eye. This beam is projected
on the subject’s retina, slightly scanning the position
around the fovea using a rotating mirror (SM). This
scanning reduces the speckle noise present in the im-
ages. Although the sensor can accurately measure
large amounts of defocus, a Badal system that com-
pensates for the subjects’ spherical refraction is
placed in the returning path [achromatic doublets
L3, L4 (f=100 mm) and a motorized stage with mir-
rors M2 and M3], which compensates for the subjects’
spherical refraction. Therefore the wavefront is flat-
ter as it travels through the optical setup. In this
way, the aberrations introduced by the whole system
are reduced as much as possible. The images are cap-
tured by CCD1, a conventional 8-bit CCD camera
(Hamamatsu C7500) with improved sensitivity in the
near-infrared range. An afocal system formed by
lenses L5 (=75 mm) and L6 (f=25 mm) is used to im-
age them. The subject views a fixation target (F'T, col-
limated by lens L2, with f=75mm) at infinity to
avoid accommodative effects and undesirable eye
movements while the measurements are being taken.
Finally, a camera (CCD2) focused on the subject’s pu-
pil helps in its positioning.

To ensure that both images are captured at the
same time, we have implemented a system that splits

the light coming out of the eye into two beams (which
is referred to as the “Splitter” in Fig. 2, and is sche-
matized in detail on the left-hand side of this figure).
The reflected beam coming from a 50/50 beam split-
ter (BS 4) is redirected by mirrors M6, M7, and MS8.
Thus two parallel beams are obtained, separated by
10 mm, and with a 33 mm difference in the optical
path. By focusing the CCD camera on a plane
16.5 mm before the subject’s pupil conjugate plane,
we obtain both defocused pupil images in the same
capture, one on the right-hand side of the image and
the other on the left-hand side.

To evaluate the various design possibilities, the
methodology of the measurements and the phase re-
trieval algorithms, we performed a complete set of
computer simulations. This helped us to analyze im-
portant aspects, such as the optimal placement of the
detection planes or the impact of the camera’s noise
levels, which affect the performance of the system,
ensuring in this way a good performance throughout
the range of aberrations of interest in the study of
ocular optical quality. Regarding the design process,
we focused our efforts on minimizing the system’s ab-
errations, while maximizing the sensor’s dynamic
range and sensitivity. For example, primary astigma-
tisms from 0.05 to 11.0 diopters can be retrieved
within a range of error of 3% for the 16.5 mm dis-
placement of the detection planes that were finally
considered.

We tested the performance of the sensor by carry-
ing out a complete set of the artificial eye’s measure-
ments. This artificial eye consisted of a short focal
length lens acting as the eye’s optics and a diffuser
acting as the retina. To test different pupil size con-
ditions, we placed a diaphragm wheel in front of the
eye, in the plane where the subject’s pupil should be
located. We checked the performance of the system
by placing different trial lenses (both spherical and
cylindrical) in front of the artificial eye and by com-
paring the aberration obtained with its nominal
value. Figure 3 clearly shows that our results corre-
late very well with the theoretical values. Apart from
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Fig. 2. Experimental setup.
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Fig. 3. Results obtained for different trial lenses: (a)
spherical lenses (4 mm pupil), and (b) cylindrical lenses
(5 mm pupil). Examples of the sensor signals (S) for each
case are shown on the left-hand side. The correlation be-
tween our results and the nominal value of the lenses is
shown on the right-hand side.
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Fig. 4. Wavefront estimations from H-S (left) and curva-
ture (right) sensors for (a) low aberrated eye, (b) more ab-
errated eye.

defocus or astigmatism, we obtained a small contri-
bution of the rest of the terms, which affected the
wavefront in a mean rms of 0.016+0.007 um (adjust-
ing up to sixth Zernike order with a pupil size of
5mm). This residual aberration consistently in-
creases with the power of the measured lens, so we
assume that it is mainly caused by the aberrations of

August 1, 2006 / Vol. 31, No. 15 / OPTICS LETTERS

2247

the system. Another possible reason is that speckle
noise is not completely removed from the images.
Changing the pupil size does not dramatically affect
the accuracy of the sensor. As an example, for a 2 di-
opter spherical trial lens, we obtained 1.996 diopters
for 4 mm, 1.978 diopters for 5 mm, and 1.956 diopters
for 6 mm. Error increases with pupil size, which con-
firms that the system’s aberrations do play a role but
are not critical.

Finally, we compared H-S and curvature sensor
measurements for different eyes. Regarding the cur-
vature sensor measurements, four images were se-
quentially captured for each eye in our CCD at
400 ms/frame. A background image was also regis-
tered and subtracted from the pupil images. The H-S
measurements were performed using a system devel-
oped by us. The microlens array was composed of
lenses that were 0.2 mm in diameter and whose focal
length was 6.3 mm. An afocal 1/2 magnification sys-
tem images the pupil on this microlens array, so a
5 mm pupil is sampled by 123 lenses. We captured
five 160 ms/frame consecutive measurements for
each eye, considering the mean wavefront. Figure
4(a) shows an example of the results obtained for a
low aberrated eye (rms=0.33838 um, measured with
H-S and not taking into account the defocus term).
As can be seen, the wavefront estimations are very
close to each other, with a difference in rms of
0.0059 um. For a more aberrated eye (rms
=1.31882 um), shown in Fig. 4(b), the rms difference
is larger, 0.056 um, although it is still in the order of
the variability between the measurements taken us-
ing the two techniques.

In conclusion, we have developed a curvature
wavefront sensor adapted for ocular aberration deter-
mination. The preliminary results show a perfor-
mance similar to that of the most commonly used
sensors. Future research, including postsurgery eye
measurements, will show the full potential of this
technique for estimating high-order aberrations.
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