Development of a line-scan CCD-based fringe tracker for

optical interferometry

Agusti Pinté and Ferran Laguarta

Traditional high-precision optical techniques, such as interferometry, are in ever-greater demand for
noncontrolled environments. This is the case for the UPC-ZEBRA, a large-aperture interferometer that
was built to measure vertical discontinuities (i.e., piston errors) in segmented mirrors. The large me-
chanical systems used to drive the interferometer to the different measurement positions generate
perturbations that are highly incompatible with the expected piston measurements on the nanometer
scale. We introduce a new system based on a line-scan CCD to track interference fringes. The error signal
obtained from this fringe tracker has been used in a closed-loop control system to actively stabilize the
interferometer. The perturbation has been attenuated by a factor of 1/200. © 2006 Optical Society of

America
OCIS codes:

1. Introduction

Many techniques that were once restricted to labora-
tory use are now in demand for use in less favorable
conditions such as industrial environments. One
such technique is optical interferometry. Many inter-
ferometry applications require vibration isolation
conditions that in most cases are not satisfied. There-
fore an auxiliary system is needed to actively or
passively compensate for the perturbations.

A typical active control system consists of a detec-
tor that provides a signal of the magnitude to be
controlled. This signal is compared to a reference
value, and an error signal is extracted by subtracting
these values. The error signal is fed to a control stage
that outputs the control signal to an actuator to keep
the magnitude at the desired value.

The error signal extraction technique is a key ele-
ment in active vibration stabilization in interferom-
etry. Several techniques have been developed to
extract perturbation in interferometers for use in
gravitational wave detectors,’-3 vibration control in
spacecraft,4 large optics testing,>¢ and astronomical
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interferometry.”® A detailed review of the techniques
used for error signal extraction in optical interferom-
etry can be found in Ref. 10.

In this work, we present, what is to the best of our
knowledge, a new error signal extraction technique
that is specifically designed to compensate for vibra-
tions in the positioning system of the UPC-ZEBRA
interferometer,-12 which was built to measure the
segment piston in large segmented mirrors. As the
measurement is carried out locally, a robotic arm is
needed to sequentially position it in front of each pair
of segments, whose piston needs to be measured (at a
working distance of 10 cm). Given the mechanical
characteristics of the positioning systems that are
commercially available, the interferometer would be
expected to oscillate with respect to the segmented
mirror on a scale beyond the tolerances of the inter-
ferometer, thus making it impossible to take inter-
ferometric measurements.

The perturbations are expected to generate large
optical path difference (OPD) oscillations in the low-
frequency regime due to the large mass of the inter-
ferometer. A preliminary study revealed that these
oscillations would have a maximum amplitude of
+300 um and a frequency lower than 1 Hz. Because
the system would probably be well outside of working
conditions (i.e., OPD far from zero) and the oscillation
frequency would be very low (pseudo-dc), modulation
techniques could not be used to extract the vibration.
We have developed a new technique that uses a high-
frequency line-scan CCD camera to extract the per-
turbation.
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Fig. 1. Detailed control diagram.

We designed our technique specifically for a large-
aperture Michelson interferometer for metrological
use. We fully integrated the control system into the
interferometer head as required by the environment
in which it is designed to work.

Section 2 presents a detailed description of the er-
ror signal extraction technique. Section 3 presents
the results of numerical simulations of the technique
carried out using SIMULINK. Section 4 describes the
optical setup developed to implement it, and Section
5 presents the preliminary experimental results. The
conclusions are summarized in Section 6.

2. Description of the Technique

Most of the techniques that have been developed for
extracting vibration in optical interferometers use
high-speed point detectors such as avalanche photo-
diodes (APDs). The technique presented here paral-
lelizes this approach by using a line-scan CCD
camera. Recent developments in CCD arrays and in-
creased computer power have made this method fea-
sible. This technique has several advantages: It is a
passive technique (i.e., no active modulation of the
fringes is required) as it is not based on a point de-
tector, and, as opposed to other passive techniques,®
the fringe period does not have to match a predeter-
mined period given by the geometry of the detector.
Also, the fact of using a line-scan detector provides
robustness to the technique due to the extended sam-
pling of the interferogram.

A preliminary study showed that, using the ex-
pected perturbation described in Section 1, that is,
large amplitude (300 pm) and pseudo-dc oscillation
(less than 1 Hz), a capture frequency of at least
15 kHz was needed to properly sample the interfero-
gram acquired by the line-scan CCD camera. Other-
wise, while the line-scan CCD camera was acquiring
the image, the interferogram would shift substan-
tially, and the intensity detected by the line-scan
CCD camera would be averaged, which would lead to

a loss of contrast. Reference 10 contains a more de-
tailed description of this point.

Today, several line-scan CCD cameras are com-
mercially available that have a maximum capture
frequency of 50,000 lines/s or more, which makes this
approach technologically feasible. A fast computer is
also required to process the data at the rate at which
the line-scan CCD outputs them.

Figure 1 shows a diagram of the complete system,
including the interferometer being perturbed by ex-
ternal noise, the fringe tracker, and the control-loop
elements.

Our technique compares two consecutive interfero-
grams acquired at a high frequency (high enough for
the OPD change in the interval between the two in-
terferograms to be less than a fourth of a fringe).
After the signal is acquired by the line-scan camera,
a signal-processing stage compares the current inter-
ferogram with the previous one and computes the
OPD change (see Fig. 2). Together, the line-scan CCD
camera and the signal-processing stage act as a
fringe tracker. The fringe tracker’s output is related
to the OPD unbalancing caused by the perturbation.
More precisely, it is proportional to the OPD change
(or fringe velocity) in the interval between the two
interferograms.

The following is a description of the algorithm used
to compute the OPD change by comparing the con-
secutive interferograms. Let these interferograms be

e J(pixel, ¢), the current interferogram, acquired
at a time ¢.

e J(pixel, ¢ — dt), the interferogram acquired be-
fore the current one at a time ¢ — d¢. This interfero-
gram is stored after acquisition.

The processing algorithm can be divided into two
parts. In the first part, the modulus of the perturba-
tion velocity is calculated, and in the second, its sign
is extracted.
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Fig. 2. Diagram showing the signal-processing algorithm.

Storage

The algorithm used to extract the modulus of the
perturbation velocity first computes the difference in
the intensity of the current interferogram and the
previous one, pixel by pixel, and then adds all of these
differences in absolute value. This value is defined as
h(t). Basically, this algorithm calculates the area be-
tween the two interferograms:

h(t) = 3 |I(pixel, )~ I(pixel, t =dp)|. (1)

ixels

By means of mathematical analysis, a relationship
between this value and the OPD change can be
obtained. In Appendix A to Ref. 10, a proof for the
following relationship is provided:

dn(?)
d¢

~ 8NCd¢

h(t)=—

; (2)

where

® N is the number of pixels of the line-scan CCD
camera.

® ( is the contrast of the interference pattern,
which depends solely on the lighting conditions.

® d¢is the interval between the acquisition of the
two consecutive interferograms. This value is the in-
verse of the acquisition frequency of the line-scan
CCD camera.

® )\ is the wavelength of the light used.

® |dn(t)/d¢| is the absolute value of the per-
turbation velocity [we chose n(¢) to symbolize the
perturbation, since it can also be considered noise].

The same information used to calculate the modu-
lus is used to calculate the sign of the perturbation.
The information on the sign of the perturbation is
extracted from the relative intensities of two consec-
utive pixels at times ¢ and ¢ — d¢. Let the intensities
registered at these two pixels be those shown in
Table 1.

The sign of the perturbation can be extracted
by applying the following algorithm: compute (i)
Ii(t — d¢) — I,_1(t — dt) and (i) I;_1(¢ — d¢) — [,_4(¢). If
both (i) and (ii) have the same sign, the sign of the
perturbation is positive; otherwise, the sign is nega-
tive.

This can be summarized in a single expression:

sgn[dn(t)/dt] = sgn{[I;(t — dt) — I,_1(t — d?)]
X [L4(t—dt)y— L@ (3

To make the algorithm more robust, this calculation
is repeated for several pairs of pixels. When more than
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Table 1. Definition of Pixel Intensities at Different Times

Pixel

1 —1

I _1®
It —db)

Time i

t L)
t—dt It — db)

80% of the calculations yield the same result, the sign
is considered correct, otherwise the computation is re-
jected, and the last known value for the sign is used.

Then the final output of the signal-processing stage
is

dn(ty N [M@] W

dt ~ 8NCdr MO X sgn| g |.

This signal can now be integrated over time to
obtain the perturbation value. This is not required,
however, because the perturbation velocity may be
used as input in the control technique. The goal of the
technique is to keep the input signal at zero, that is,
the fringes at rest.

3. Numerical Simulation

To analyze the behavior of the error signal extraction
technique, we ran several simulations. Some of these
are presented here.

We modeled the complete system (interferometer
plus fringe tracker) using the SIMULINK simulation
software package. We carried out the simulation in a
way that matched the real system closely. The only
difference was that the interferograms were syntheti-
cally generated. However, the simulation did not take
the effects of random noise (which might be caused by
ghost reflections, CCD readout noise, or other sources)
on the interferograms into consideration. The signal-
processing stage was identical to the one used in the
experiment.

Various types of perturbation may be applied to the
interferometer during a simulation. We only present
simulations with linear and sinusoidal perturbations
here because the former is easy to analyze and the
latter is the type expected in real operations.

Figure 3 shows the results of the simulation with
a sinusoidal perturbation of =300 pm amplitude at
0.5 Hz. Figure 3(b) shows that the error signal ex-
traction technique recovers the perturbation over the
full range with a maximum error close to 0.1% or
0.2 pm out of 300 pwm. This value is good enough to
stabilize the fringes. One inherent error of this tech-
nique is caused by the data-output time lag (one sam-
pling period). This causes an error proportional to the
perturbation speed at a given time. Other errors such
as digital quantization also have an influence since
the error found cannot be attributed exclusively to
the time lag.

Figure 4 shows the results of the simulation for a
linear perturbation of 1.6 pm/s. This simulation is
particularly interesting because we acquired experi-
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Fig. 3. Results of the simulation for a sinusoidal perturbation of
+300 wm amplitude at 0.5 Hz: (a) perturbation introduced and (b)
residual error (extracted perturbation minus perturbation). The
sampling frequency was 50 kHz.

mental data under the same conditions, which makes
direct comparison possible (see Section 5).

Figure 4(b) shows that if the only factor that con-
tributed to the algorithm error had been the time lag,
we would have found a steady error because the per-
turbation speed is constant. This was not the case,
although the error was very close to constant. By con-
sidering a linear perturbation of 1.6 pm/s and a sam-
pling frequency of 250 Hz, we found that the error
introduced by the time lag was 6.4 nm, in accordance
with the value found in the simulation. However, as
mentioned above, other sources of error, such as digital
sampling, can have an influence (albeit a limited one)
on the performance of the algorithm.
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Fig. 4. Results of the simulation for a linear perturbation of 1.6
wm/s: (a) perturbation introduced and (b) residual error (extracted
perturbation minus perturbation). The sampling frequency was
250 Hz. Please note that the vertical scale is now in nanometers.

This ensures that the level of digital noise intro-
duced by the algorithm is sufficiently low. After run-
ning the simulations, we concluded that the error
signal extraction algorithm presented here performs
well enough for the line-scan CCD-based fringe
tracker to be used as a sensor for active vibration
stabilization in interferometry.

4. Experimental Setup

As mentioned in Section 1, we integrated the active
vibration stabilization system into the measurement
head of the UPC-ZEBRA interferometer, which is
designed to measure the segment piston in large seg-
mented mirrors. Figures 5 and 6 show the labo-
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ratory setup for the interferometer, and a detailed
description is provided in Ref. 12. The UPC-ZEBRA
interferometer is positioned over the intersegment
simulator, a system that reproduces the contact re-
gion of two segments, thereby allowing a controlled
piston to be introduced between the segments using
an integrated piezoelectric transducer (PZT) actua-
tor. It also provides fine alignment capabilities with
respect to the interferometer.

To integrate the system into the measurement head
of the UPC-ZEBRA interferometer without disrupting
the metrological procedures, a vibration-monitoring
channel in the infrared range was added to the existing
metrological channel in the visible range. No active
interaction with the interferometer was required.

The light source for the vibration-monitoring chan-
nel was a 10 mW laser diode emitting at 785 nm. Its
light was expanded by a 4 X microscope objective and
coupled to the metrological beam (in the visible range
of the spectrum) using a dichroic beam coupler spe-
cifically designed to work at a 45° incidence angle,
which reflected almost 100% of the incident light at
785 nm and transmitted most of the light in the vis-
ible range (400-700 nm). Figure 7 shows the trans-
mission curve we measured for this coupler.

Thus the metrological and vibration-monitoring
beams shared most of the optical path inside the in-
terferometer. At the exit of the interferometer, before
the beams reached the metrological CCD area-scan
camera, a beam decoupler with the same characteris-
tics as the beam coupler (also at 45°) was used to
decouple the two beams. The visible beam was trans-
mitted, while the infrared beam was reflected at 90°
and directed at the line-scan CCD camera. We chose a
1024-pixel line CCD sensor (10.2 mm side) that can be
operated at up to 50,000 lines/s. Since the line CCD
sensor was larger than the metrological CCD sensor
(6.4 mm), reimaging optics were placed in the path of

PZT actuator

Fig. 5. General view of the UPC-ZEBRA interferometer in which
several elements of the active vibration stabilization system are
indicated.
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Fig. 6. Segment simulation interface located below the inter-
ferometer.

the infrared beam before it reached the line-scan
CCD camera, so that both cameras would image the
same region of the object plane, which simplified the
alignment procedure.

The interferograms acquired by the line-scan CCD
camera were captured by a frame-grabber board in-
side a computer. These data were then processed us-
ing the algorithm described in Section 2, which was
implemented in ASSEMBLER due to the processing
speed required. We entered the output in the control
algorithm implemented in C++. We analyzed sev-
eral control techniques, and the one that gave the
best results was a proportional integral (PI) algo-
rithm tuned using an intervalar technique. The con-
trol stage is described in greater detail in Ref. 13.
Using a 16-bit digital-to-analog converter, we then
output the control signal to the actuator used to com-
pensate for the vibration. This actuator is a PZT with
a maximum travel range of 30 pum placed below the
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Fig. 7. Transmission curve for the beam coupler—beam decou-
pler, measured using a Perkin-Elmer Lambda 3B spectrophotom-
eter (at an incidence angle of 45°).
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time.

internal mirror of the interferometer that balances
the OPD.

Because the UPC-ZEBRA was tightly positioned
over the intersegment simulator, we were unable to
introduce a relative perturbation between them, as
would occur in real conditions. Instead, to produce an
equivalent effect, we positioned the line-scan camera
to image an interferogram from the segment that can
be moved using the integrated PZT actuator placed in
the intersegment simulator. However, the travel
range of this actuator is only 6 pm, which limited the
tests that we could carry out in the laboratory.

5. Preliminary Results

We conducted tests to verify that the fringe tracker
was performing properly. In these tests, we intro-
duced a known perturbation in the system using the
PZT actuator, which was placed below one of the
segments in the intersegment simulator. We moni-
tored this perturbation using a differential inter-
ferometer (HP10719A), which was also integrated

into the intersegment simulator. The drawback of
this setup is that only low-frequency perturbations
with amplitudes of =3 pwm can be generated, as this
is the maximum travel range of the PZT actuator.
Therefore it was not possible to carry out large-
amplitude tests in the laboratory using this setup.
The low-amplitude tests were used to verify the
performance of the fringe tracker. Once this has
been checked, a scaling in the acquisition parameters
would be needed to track fringes at larger perturba-
tion amplitudes.

Figure 8 shows the results of the fringe-tracker
performance tests when a linear perturbation of
1.6 pm/s is introduced. This was one of the pertur-
bations that we analyzed in the simulations pre-
sented in Section 3.

Figure 8(b) shows that the measurement of the
fringe tracker closely matches that of the HP10719A
interferometer. This is shown more clearly in Fig.
8(c), in which the difference between the perturbation
measured by the fringe tracker and that measured

10 September 2006 / Vol. 45, No. 26 / APPLIED OPTICS 6699
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Fig. 9. Graph showing the performance of the active control sys-
tem. The perturbation is reduced by a factor of 1/200 when the
closed-loop system is activated.

by HP10719A is plotted over time. The average
(rms) difference was 50 nm (\/15), much less than
one fringe, which is good enough for the active
vibration-stabilization system to work properly. This
figure was also much larger than the digital noise of
the error signal extraction algorithm (6 nm, as seen
in Section 3), which confirms that the introduction of
digital noise did not affect the performance of the
fringe tracker.

To experimentally validate the technique and the
control stage,!3 different sinusoidal disturbances
below 4 Hz with an amplitude of =3000 nm were
applied.

Figure 9 shows the result of the attenuation ob-
tained when applying a sinusoidal perturbation of
1.4 Hz. The residual amplitude is approximately
+15 nm (\/50). Therefore the attenuation obtained
is a factor of 1/200, that is, —46 dB. This means that
the system operating in the closed-loop mode will
be able to maintain, by far, the zeroth-order fringe
within the field of view of the area-scan CCD camera,
as required by the algorithms!4 used to extract the
piston error in the UPC-ZEBRA interferometer.

6. Conclusions

In this paper, we have introduced a new method that
can be used in applications involving optical inter-
ferometers to actively compensate for mechanical per-
turbations. We have developed a new fringe tracker
that uses a line-scan CCD and a new error signal ex-
traction technique. We designed both of these for the
UPC-ZEBRA, a large-aperture Michelson interferom-
eter built specifically for measuring the segment piston
locally in large segmented mirrors. For this applica-
tion, large OPD variations (=300 pm) at a relatively
low frequency (<1 Hz) are expected because of the
oscillating behavior of the mechanical system that
positions the interferometer in front of each pair of
segments.

We found the output of the fringe tracker to be pro-
portional to the OPD variation (i.e., fringe velocity). It
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was obtained by comparing two consecutive interfero-
grams captured by the high-frequency line-scan CCD.
We also simulated the output of the fringe tracker for
different perturbations, mainly linear and sinusoidal,
and the tracking algorithms performed well.

We integrated the fringe-tracking device into the
experimental setup of the UPC-ZEBRA interferome-
ter using an infrared monitoring channel in addition
to the visible piston-measurement channel. We intro-
duced the output of the fringe tracker as the error
signal into a control system, which used a PI algo-
rithm tuned by using an intervalar technique. We
closed the control loop by feeding the control signal to
a PZT actuator that positions an internal mirror,
which balances the OPD variations. The preliminary
experimental results we obtained with linear pertur-
bations of 1.6 pm/s showed that the system is able
to track fringes with an average rms error close to
50 nm (much less than one fringe) when operating
in the open-loop mode. When the loop is closed, low-
frequency sinusoidal perturbations of amplitude
+3000 nm are attenuated by a factor of 1/200. This
confirms that such a system is suitable as a pertur-
bation sensor for actively stabilizing vibrations in the
UPC-ZEBRA interferometer.
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ment of Universities, Research and the Information
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