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ABSTRACT

The most common optical measurement technologied teday for the three dimensional measuremenedinical
surfaces are Coherence Scanning Interferometry)(@8aging Confocal Microscopy (IC), and Focus d#ian (FV).
Each one has its benefits and its drawbacks. H\bwithe ideal technology for the measuremenho$¢ regions where
the slopes are high and where the surface is wargh;, while CSI and IC will provide better resuits smoother and
flatter surface regions. In this work we investeghthe benefits and drawbacks of combining Interfetry, Confocal
and focus variation to get better measurement dfirieal surfaces. We investigated a way of usingrdtlisplay
Scanning type of Confocal Microscope to acquireacsimultaneous scan confocal and focus Variatiforimation to
reconstruct a three dimensional measurement. Sawethods are presented to fuse the optical seotigoroperties of
both techniques as well as the topographical inédion. This work shows the benefit of this comtimma technique on
several industrial samples where neither confoorfecus variation is able to provide optimal résul
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1. INTRODUCTION

In the past few decades, three-dimensional measurteof technical surfaces with optical methods drised a large
portion of the market. Many technologies have b#ereloped, the most prevalent being single poietsars that scan
the surface, and imaging sensors that employ aovihemera to obtain the height information of alé thixels
simultaneously. The most common imaging methods rdcroscopic measurements are Coherence Scanning
Interferometry (CSI), Imaging Confocal Microscop€k1), and Focus Variation (FV) [1].

CSl is the most precise all of them, since itsighib resolve small height deviations, translatintp height resolution,
merely depends on the coherence length of the sightce and the linearity of the Z stage. CSI sabée of achieving
height resolution down to 1 nm regardless of thgmifecation of the objective that is being used.vBitheless, the
requirement for an interferometer setup between dpics of the microscope’s objective and the s@fainder
inspection, restricts the overall optical systemetatively low numerical apertures (NA), this thesing the cause of the
technique’s main drawback when measuring opticaliyooth surfaces with relatively high local slop€anfocal
microscopy overcomes this problem, however, assésuhigh numerical aperture objectives, and thusamable of
retrieving signals from much higher slopes than.@$Ithe highest NA in air (typically 0.95), a hhigresolution of
1 nm is achieved, and local slopes up to the dpiioit of 72 degree are measureable. The main beak of confocal
microscopy is that height resolution is dependenthe NA, so that low magnification optics (thavédow numerical
aperture) yields less height resolution. The tempimiis therefore unusable on smooth surfaces theat to be measured
with low magnification. On optically rough surfagesonfocal microscopy achieves significantly bettesults in
comparison to CSI, but at very high roughnessyen@n rough and highly tilted surfaces, it suffieosn poor signal. In
this particular case, focus variation provideslibst results, as it is based on the texture préséné¢ bright field image.
Height resolution is difficult to specify, as it gends on the texture contrast, on the algorithreximact the focus
position [2], the numerical aperture and the wawgile. Optically smooth surfaces cannot be measwiddFV, since
no texture is present on the surface, and no fposgion can be retrieved. Those surfaces thagatem wavelength and
NA appear optically smooth (and are thus not sietdbr focus variation), may appear as opticallygo when



decreasing the wavelength, or the magnifications Ththe reason why focus variation is most tylbjcauitable with
low magnification, since most of the surface thppears as optically rough.

2. SURFACE METROLOGY DATA FUSION

There is a growing demand of data fusion from tleenm-scale to the micro/nano scale. This is the edsere large
parts are manufactured within tight tolerances wnewith small features. Diamond turned opticalfares with
diffractive patterns are a typical case where éms lis several mm in diameter while having topolgiag features in the
order of few micron wide and less than 1 microrgheiFull measurement requires gigapixel informatiowhich can
only be carried today by stitching of small sampfedds. Another typical case is large metallic tpawith micro-
machined surfaces, which cannot be sampled wittnaentional CMM because of the convolution with greve, and
requires the use of an optical-CMM to closely saammrrow fields while preserving the high accuratyhe measured
field within a larger volume.

Data fusion has been carried since the 60’s irefit fields, and can be primarily classified irethlevels: decision,
feature, and signal level [3]. Decision data fadievel is when a set of parameters describingstiniace characteristics
are extracted from the topographical data, likegtmess or step height, from measurements takendifdenent sensors
and at the same or different scales. The datactetlérom all those sensors is providing informatio take a decision,
like sorting the parts in different qualities onbing parts within different manufacturing plarfgature extraction data
fusion is of lower level, where geometrical struesiare extracted from sets of topographical measwith different
scales. Signal level data fusion relies on the gogphical correlation of data from the same oredé@ht sensors,
providing as a result a point cloud data. Wherlidgavith separated sensors at different scalgmdoaphical data has
to be resampled [4] and registered before fusiegdita. The most common signal level fusion isotfe coming from
the same sensor with the same measuring techndlothyis case there are several uses of the data:

« Data fusion from different fields at the same sd¢aleover larger measured areas. This is knownitasisag or
sub-aperture stitching, common in any commercial sglanner. Stitching is done by translating the damp
under measurement in different positions in eittertwo-axes XY stage or a five-axes scanner, with a
overlapping area between fields to help post-psingduring data registration.

< Fusion of topographical data acquired with différejective’s magnification to provide shape andues on a
single result [4].

» Data fusion within the same field of view and samegnification, but with different scanning paranmstd his
is the typical case where a sample is having hédleation and low reflection regions, requiringfdient light
illumination levels to deal against the dynamicgaof the imaging camera. Several strategies anpted here,
like doing two vertical scans at different lightéds [5], using HDR cameras, or even coating thmpta with
fluorescence polymers to increase the scatterelsig high slope regions [6].

< Data fusion over time of the same field within g@me scanning parameters to deal against instrunoése
and external disturbances. Data is averaged prayidiwer noise, and higher repeatability.

In this paper we are dealing with signal level dataon. The idea behind it is the fusion of topagvical data coming
from different sensors on the same instrumentdhatbe operated simultaneously. The benefit ofidoguthe data on
the same instrument along the same scan is that ofidke data registration is avoided, providingaasesult higher
linearity and accuracy. When fusing signal datanfriovo sensors we have to take into account at kastdifferent
characteristics of the sensor itself before théstegfion:

1. Leveling: this is an easy step if the surface uridspection is relatively flat, but very difficulf step-like
structures are present. Leveling has to be caamethe two topographies by extracting features@mcelating
them. On rough random surfaces precise levelimgn®st impossible.



2. Calibration of the lateral scale: similar to lewngjj if structures are present on the surface, taeybe extracted
and registered between them, but precise caliloratib the optical magnification and field distortioa
necessary before data fusion.

3. Data post-processing: outlier removal, missing {ifilling non-measured regions, and smoothingdifferent
post-processing steps carried differently for défe measuring technologies. Data correlation stegfion, and
interpolation are again necessatry.

4. Linear amplification coefficient: if data is comirfgpm two different technologies, calibration ofetlinear
amplification should be done with great care. Tikigypically done with a set of several tracealiepSHeight
standards by measuring all them and calibratingstbpe of the linear scan to minimize the accumtygr for
all them [7]. This has to be taken also into actowithin the same instrument with different sessas
stepping the scanner, while Coherence Scanningféntenetry or focus variation are moving the scarate
continuous speed. The scanner linear amplificatmefficient could be different in those cases.

5. Stage linearity: even with precise linear ampdifion calibration, non-linearities of the scannee a
superimposed to the topographical data. Differenelp at different measured heights will have difa
accuracy errors, which will confuse the data regigin and thus providing lower accuracy on theefus
topography than on the single ones.

The best instrument to cater to measurements onaay different kinds of surfaces as possible whileiding the
aforementioned problems, will be the one that hascapability to perform measurements with anyheftechnologies
during the same scan. Nevertheless, there are sorfaces where none of the three aforementiondthtdegies yield
ideal results. The combination of data from twaha three technologies could in principle proviastér results. The
most difficult technology to combine with any onktlee others is CSI. The reason for this is duthintrinsic design
of an interferometer, where the reference mirralvgays in focus. This leads to a bright confocahge in focus and a
bright background all along the scan, decreasingayc range and bright field contrast of the sweféexture. In
contrast, confocal microscopy and focus variatiamehthe optical sectioning property in common, wsithilar depth of
focus characteristics. The main difference betwiem is that confocal deals better with smoothama$, while FV
with very rough surfaces.

In this paper we show how to acquire simultaneoastpnfocal and a bright field images on the saergoal position.
The scanner is driven on a step by step mannevjding two series of images, a confocal and a brfgd, that are
used to fuse data information from confocal andifoeariation. By doing this, leveling is exactlytiame for both sets,
objective magnification and field distortion is tkeme, linear amplification coefficient is exadtig same, and the non-
linearities of the vertical scanner and superimgdose the two data sets exactly with the same patfEhis process
avoids correlation, data registration and interpofa providing as a result higher accuracy thay ather data fusion
technique.

3. METHOD

3.1 Simultaneousimaging of confocal and bright field

There are several arrangements that provide a stiope the capability of making optically sectionethges.
According to the 1SO25178-607 [8] there are mathhee different technologies: laser scan, disc,saad microdisplay
scan confocal microscopes. A laser scan confooalosiope uses a laser as a light source illumigatipinhole that is
projected onto the surface under inspection. Tdi& lieflected or scattered from the surface is mdagack to a second
pinhole, called confocal aperture, which is residago filter out the light that reflected outsittee depth of focus of
the objective. The beam is scanned in a raster m@amer to cover a desired field of view. In a disanning confocal
microscope, a disc with a pattern of opaque andsgarent regions, usually a large number of pirtholeslits, is
imaged onto the surface. A light source illumindtesrequired area on the disc needed to fill #msirdd field of view.
The light reflected from the surface is imaged bidwwkugh the same pattern, providing the lightatpm. The pattern is



imaged onto a camera where a confocal image isrdedo In both confocal arrangements, the illumoratand

observation light path does not allow to recordight field image. To solve this problem on comaoi&lrinstruments
(which require a bright field image for sample npatation), both arrangements incorporate a secghd $ource and a
beam splitter before the pupil of the microscopdgective that allows bright field illumination ambservation through
a dedicated camera. In contrast, a microdisplay smnfocal microscope, as shown in figurel, cam the same
illumination and observation optical path to acgurconfocal and bright field image [9].
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Fig 1: optical schematics of a microdisplay scan confocal
microscope.

A light source is collimated and directed onto &nmilisplay, which is located on the field diaphragosition of a
microscope’s objective. The microdisplay is of eeflve type, and it can be based on FLCoS (feratréddiquid crystal
on silicon) or DMD (digital micromirror device). Eh pixel of the microdisplay is imaged onto theface, and by the
use of a field lens, the surface and the microdisgire simultaneously imaged onto a camera. Tovezche same
performance of a laser scan microscope, a singtd pf the microdisplay is switched on (behavingeftective), while
all the other are switched off. A single point b&tsurface is illuminated, and the correspondimglsi pixel of the
camera is recording the signal. Optical sectiotigigt rejection is achieved by the fact of recogithe signal of a single
pixel of the camera, which is behaving as a confaparture pinhole and detector simultaneouslyagtar scan of all
the pixels of the microdisplay creates a confooahge in the same way a laser scanning system igy.dBiarallel
illumination and signal recording can be achievgdstwitching on a set of equally distributed pixedlts or any other
pattern that restricts the amount of illuminati@witching on all the pixels of the microdisplay asichply recording a
single image of the camera easily recovers a bfiglat image.

The combination of confocal and focus variatiomisch easier to realize in the sense that simultananages can be
acquired. In the present paper we use a 3D opiicdiler called S neox, from Sensofar-Tech SL, whises scanning
microdisplay approach to scan the surface and exthg confocal image. One of the benefits of usimgicrodisplay to
scan the field diaphragm of the microscope, is ithesin be used to simultaneously acquire a cohfmd a bright field
image at the same vertical scanning position. T8peet of grabbing both image series using the sasrtical scan
yields high accuracy and permits cross-correlatiotiata — were the two series of images to be dfeeyn two different
vertical scans, repeatability and accuracy willdger. We have analyzed three different ways te filne data from the
two series of images: topographical data fusiomgeito-image data fusion, and pixel-to-pixel arésponse fusion.

As mentioned before, focus variation techniquepimahow similar to confocal microscopy in the sehsé the images
have optical sectioning. The main difference ist tbanfocal have real optical sectioning for eackepiwhile the



sectioning ability of focus variation relies on ttexture of the surface, the numerical aperturg¢hef objective, the
wavelength, the focus algorithm, and the algoritbrfill poor signal regions. For this study we hawsed three common
focus algorithms [10]: laplacian, sum of modifieplacian (SML), and gradient gray level. Each défe algorithm
gives different results depending on the texturthefsurface and the numerical aperture of thectibge We have used
one of the three depending on the sample we wspeating. A 3x3 maximum filter was applied on altds variation
images before proceeding with the fusion technique.

3.2 Topographical fusion

Fusion of the data coming from the two isolatecotaphies seems to be the most easy and straightibapproach.
With this method, the two series of images resultwo topographies. The most precise of the twd kél the one
coming from the confocal series of images, butiit also have a greater number of non-measuredtpevhen a safety
threshold is used. If the signal to noise ratiwdsy low, the resulting measured point could b@iaesor non-measured
point. The focus variation topography is less mecbut due to its algorithmic nature, it will pide topographical data
on high slope and rough regions, despite largeradiveoise than for confocal. Topographical fusisnachieved by
identifying the non-measured points on the confeaabgraphy and creating a mask that is appligtl@édocus variation
topography. This masked result is smoothed andedofm the confocal topography. Figure 2 shows éseilt of this
method on a micromachined surface. The topograpfiefgright) are the confocal and after topograpiugion,
respectively, while the profiles shown below aretltd raw confocal (in light grey) and the fusedad@ed line). For
better understanding of the loss in confocal maaéowr signal regions, a zero threshold and no postessing of the
confocal topography is shown. The spikes showthérfigure belong to non-measured points wherfetysthreshold is
used.
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Figure 2. Three-dimensional measurement of a micromachingdce with confocal (above, left) and after togairical fusion with
focus variation (above, right). Shown below aressrsectional profiles of the confocal data (ligreyg and of the fused data (red
line).



3.3 Imagefusion

Image fusion is a plane-by-plane approach. Unlike topographical method, this lower level appro#iebes
information by creating new averaged plane images fwhich the three dimensional result is compufEte main
benefit of this method is the addition of inforneettiin all the stack of images in areas that aretgnmpone single
technique. However, the fusion is smoothing othieaa that are already well defined. Image fusiomfconfocal and
focus variation provides higher signal than the H@Rhnique in similar situations. As explained é@ttion 2, HDR
technique is used to provide higher signals onestegions while not saturating the camera on #gians. Nevertheless,
scattering and light absorption could make thisitégue not even usable.

The optical sectioning in confocal and focus véoiais proportional to the wavelength and invergalgportional to the
square root of the numerical aperture. The Z reémmlwalue of the optical sectioning is totallyiadlle for confocal
imaging and also valid for focus variation althougls could slightly vary depending on the sampteidure, objective
used, and focus algorithm applied. The resultingf@cal and FV images at each plane share a laholasities with a
more depth discrimination in the confocal case.

In this approach, the mean value of each imageipaomputed, and then the FV image is offset ttcméhe signal of
the confocal image. By doing this, the confocaleseretain the original signal, while the FV is dymically adjusted.
Figure 3 depicts how the image fusion is able toa@e the information in areas in which the corifcoage is weak.
This plane-by-plane approach results in a thirdefl series of images, from which the three dimewasioesult is
computed.

Figure 3. Comparison at the same plane with confocal imalevig, left) and image fusion (above, right). Coafdmage signal is
really low and its 3D result (below, left) at thgkane implies non-measured points while the imag#&oh enhances the signal and its
3D result is improved (below, right).



3.4 Axial response pixel by pixel fusion

Axial response fusion is based on a pixel-by-piapproach. Similarly to the topographical and thegm fusion
technique, this approach combines the informatibeamfocal and focus variation getting better resthan with a
single technique. However, in this case the metbaable to dynamically select for each pixel wisathe best axial
response: confocal, focus variation or a fused ®he.axial response for each pixel is created byprding the intensity
value of one pixel of each optical sectioning imag@ée resulting three-dimensional topography preserall the
accurate confocal information in addition to thecds variation information when the confocal signsllow.
Furthermore, the noise is reduced in those pixdisres both techniques have a weak peak by averdgitty axial
responses and generating a defined peak. Figunewsstwo results of fusing the axial response $ightae picture on
the left is showing a region of the surface whére ¢onfocal signal is very low, and focus variati@ry high. The
picture on the right is showing a region of thefact® where both signal have poor signal to noise.rahe fused
information improves the SNR in this case.
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Figure 4. Axial responses of confocal (blue), focus variatigreen), and after fusion (red). Left: axial resgp® where focus variation
imposes over the confocal signal. Right: axial resgs with similar, and very low SNR. The fused ax&dponse is showing
improved SNR.

In order to fuse both axial responses at each pikéhe two series of images, the mean and maximaiwe of both

axial responses are computed. The FV axial respisndeen adjusted to match the offset and maximaioesto the

confocal image. The algorithm chooses the best aa&ponse according to a signal-to-noise ratioRpbriterion. An

axial response is well defined when the ratio betwthe values of the images in focus and out oficare clearly
different. Thus, the algorithm determines the gelb@xial response taking into account that thdomah technique has
better depth discrimination than the FV.

The axial response fusion is driven through a datiprocess for each pixel as shown in figure 5e @meshold with a

high value (A) and another threshold with mediurtuggB) are defined to compare to the SNR of tigaal Threshold

A is set for those axial responses where the fposdion is clearly defined (high SNR) while threkhB corresponds
to axial responses with less definition (low SN&j a first step, the SNR of the confocal axial cese is evaluated to
threshold A to preserve accurate areas. If thiglitimn is not fulfilled, the focus variation is wgared to threshold A to
preserve areas where its signal is good. Remapikeds have lower SNR for both techniques. If bgitinals are above
threshold B then the fusion is providing the fiaalal response. Both techniques SNR axial respomsesompared to
threshold B with higher priority to the confocalsea On a final step, a non-measured point is asgdigrhen the axial
response in both cases have low SNR.
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Figure 5. Diagram decision applied to each pixel in ordesetect the best axial response: confocal, FV as@of of both

Figure 6 shows the same surface as in figure 2paadmg the confocal result (left) to the axial resge fusion (right).

Figure 6: Three-dimensional measurement of a micromachinddaiwith confocal (left) and after axial respofisgion with focus
variation (right).

4. RESULTS

To test the performance of the three fusion methselgeral samples with high, and very dark slopeewgelected. All
measures were taken with a Nikon 50X 0.8NA, andXLB®NA objectives. The confocal raw topographierevtaken
with zero threshold, and no post post-processingwsig all the wrong pixels, especially on the psignal regions.
Figure 7 shows a laser drilled cooper surface. [@ker drilling process is leaving a very dark regom the slopes that
require a high dynamic range to recover some cafsignal, while saturating the flat region. Theds variation
topography on such surface does not profile thé nmaghness of the cooper, neither the structurehenmiddle,
providing instead smoothed areas. Figure 8 showr®ss profile along the highest slope region wlih raw confocal
and the image fusion technique.



Figure 7:Topographies of a laser driller cooper surface.: Topnfocal and Focus Variation raw topographies. @otttopographic
fusion, image fusion, and axial response fusion.
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Figure 8: Profile across the deepest part of the topogragewn in figure 6. Light gay is the confocal réswhile red is the profile
from the image fusion technique.

Figure 9 shows the result of zooming on the coopgion (lower right corner) of figure 7. Confocaldafocus variation
topographies are shown on the top. It is notice#fidehigher lateral resolution of the confocal tesand a lower the
resolution of the focus variation due to the altjon itself, that is somehow following the highemtrast part of the
texture, and the smoothness of the result duedddbus algorithm, the max filter, and the smoaghaf the result
necessaries to carry out a reasonable measureheOlower part of figure 9, the three fusion alduris are shown
(topography fusion, image fusion and axial respdiis@n). Note how well the image fusion and théabresponse
fusion keep the higher resolution of the confoesluit, while providing the necessary informationtloa slope regions
of the figure 7.



Fig 9: Zoomed area of figure 7 on the Cu surface. Topcleftfocal, top right focus variation. Bottom frogftlto right: topographical
fusion, image fusion, and axial response fusionteNbe loss in lateral resolution of the focus a@min image, and a recovery of
image detail on the three fusion techniques.

5. CONCLUSION

Three different methods are proposed to fuse datarg from two series of images from confocal anclis variation
scans. Simultaneous scanning is realized by utgiz microdisplay scanning confocal microscopes thllowing high
cross-correlation of height position between twneseof images. Topographical fusion provides miesults, but does
not adjust dynamically to the surface charactesstiimage fusion and axial response fusion dyndlyiadapt the focus
variation signal, plane-by-plane or pixel-by-pixebpectively, to match the confocal signal. We hangeved that both,
image fusion and axial response fusion provide gogghies with closer spatial frequencies to corfamad measured
data on low SNR regions. This novel technique ¢ d@mbination provides better three-dimensionadsneements for
those surfaces with partially rough and partiathosth regions in combination with high slope.
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